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ABSTRACT as well. In sum, the challenge of IVIS information presenta-

In-vehicle information systems (IVIS) are multimodal pre- tion is to provide information effectively while minimizing
sentation systems that are designed to assist drivers. Thahe additional cognitive demand on, and distraction of, the
challenge of IVIS information presentation is to deliver in- driver. This paper addresses the design of IVIS messages
formation effectively while minimizing the interference with  from a modality perspective. Research findings regarding vi-
driving. Modality is a presentation factor that has been knownsual, auditory and tactile modalities are briefly summarized,
to influence the performance of IVIS. In this paper, we at- with a focus on the former two. Note that the intention here
tempt to provide an overview on the advantages and disad-is not to point out one generally-valid best choice of modal-
vantages of three types of modalities (visual, auditory and ity for IVIS, but to provide an overview on the advantages
tactile) when used in the IVIS context, as well as the benefit and disadvantages of various modalities when used in the
and cost of combining multiple modalities. Findings pre- [VIS context. This knowledge is relevant when making de-
sented in this work can be used as guidelines when makingsign choices for a system in a specified context.

design choices in a specified system context.

VISUAL MODALITIES

Driving is a highly visual task, requiring almost continuous
visual attention while the vehicle is in motio2¢]. This
causes a drawback for visual IVIS presentations — they im-
pose extra load on the visual perception channel and usually
“drag” the eyes away from the road (except when the in-
INTRODUCTION formation is presented on the windshield). According to the
In-vehicle information systems (IVIS) are intended to pro- multiple resource model from Wickené7], two visual tasks
vide drivers with information such as route instructions, traf- can not be performed in parallel due to the perceptional re-
fic conditions, hazard warnings, vehicle monitoring warn- source competition in the visual channel. This means drivers
ings and so on. IVIS are a subtype of multimodal informa- need to switch their visual attention between the outside driv-
tion presentation systems designed for driver assistance. Théng environment and the in-car display. Another drawback
driving context brings specific challenges to in-vehicle infor- of visual presentation is a lack of salience. The onset of a vi-
mation presentation. In a moving vehicle, the primary task sual presentation might be overlooked if the driver happens
of the driver is to watch the road and control the vehicle. The to be looking somewhere else. That is to say, the informa-
perception and comprehension of IVIS informafi@an be tion delivery is likely to be delayed or even unattended. The
considered as a secondary task that needs to be performegdvantage of visual presentations is their self-paced feature
concurrently with the driving task. On the one hand, IVIS [37]. They allow the driver to inspect them at his/her own
information is meant to assist driving and improve safety, pace, e.g. at once, step by step or selectively. They can also
thus needs to be effectively delivered to the driver. On the pe read multiple times, which is particularly beneficial in
other hand, itimposes attentional cognitive demand and maycase certain details need to be kept in mind for later recall.
distract the driver from driving. Since distraction has been

identified as a major cause of car accide2#,[IVIS infor- AUDITORY MODALITIES

mation could potentially have a negative influence on safety when used in a driving environment, auditory modalities
have the major advantage of consuming a separate percep-
tional resource from driving. Based on the multiple resource
model |7], perceiving auditory IVIS information can be
time-shared with driving, which means drivers can watch
the traffic and listen to the message at the same time. Being
Permission to make digital or hard copies of all or part of this work for  OMmnidirectional is another advantage of auditory modalities.
personal or classroom use is granted without fee provided that copies areThey can be picked up from all directions, independent from
not made or distributed for profit or commercial advantage and that copies where the driver is facing. However, auditory modalities (es-
bear this notice and the full citation on the first page. To copy otherwise, or pecially speech) have been found to have a ‘preemption ef-
republish, to post on servers or to redistribute to lists, requires prior specific ) .. . .
permission and/or a fee. fect’ on driving [48], which means they can pull attention
MIAA 201Q February 7, 2010, Hong Kong, China. away and temporally suppress the primary driving task. The
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_1The expression ‘IVIS information’ or ‘IVIS message’ refers to
information or messages presented by IVIS to drivers.



reason is twofold. First, attention is promptly directed to an e The relevance to driving (or the priority) of the mes-

auditory signal upon the onset of its presentatidg|,[and

this intrinsic alerting characteristic can easily grab attention
from an on-going visual task, such as driving. Second, audi-
tory information is transient and force-paced. To capture the
full message (for speech in particular), drivers need to con-
tinuously attend to it during its presentation, which might
impair the processing of driving-related visual inputs.

VISUAL VS. SPEECH PRESENTATION
The choice between presenting information visually or orally
has been well investigated in VIS studies. Theoretically,

there is an apparent conflict between the resource compe-

tition view and the attention preemption view. The former

addresses a perceptional aspect and supports a choice for

speech for a more efficient use of perceptional resources.

The latter, however, addresses an attentional aspect and sup-

ports a choice for visual presentation for less impairment of
driving. Empirically, both auditory benefits and visual ben-
efits have been found by a number of studies.

The auditory benefits were commonly demonstrated with a
navigation-assisted driving scenario, in which drivers fol-
lowed the instructions from a navigation deviek 11, 25,

28, 40, 46]. These studies showed that when navigation
instructions (e.g. turn notification) were presented aurally
compared to visually, drivers reacted faster, made fewer er-
rors and showed better driving performance in terms of speed
and steering control. In addition, auditory benefits were also
found in a couple of studies that used other types of sec-
ondary tasks, such as a warning detection t&88k g letter
detection task18] and an information searching tasi4].
These secondary tasks interfered less with driving when rele-
vant information was provided aurally compared to visually.

The auditory preemption effect (or visual benefits) were also
found by a number of studie&T, 29, 32]. Concurrently with
driving, drivers in R9] were asked to listen to/look at state-
ments and reason whether they were true or false; drivers
in [17] had to listen to/look at phone numbers of different
length and recall them; drivers i8% were asked to listen
to/look at road sign information and react if necessary. In
these studies, auditory presentations interfered with driving
more than their visual alternatives, causing greater variations
in lane position, speed control and headway distance. How-

ever, concerning the secondary tasks, auditory presentation®

often led to faster reactions and better performance. In con-
trast, visual modalities showed an advantage of perceptional
flexibility. Drivers could choose to attend to the visual dis-
play at a suitable/safe moment, or take multiple steps to read
a message and return to driving in between.

Neither theories nor empirical findings revealed a winner be-
tween the two types of modalities. In fact, this is a high-

dimensional choice, which means many factors play a role e

and the final choice cannot be made without evaluating these
factors in a specified design context. After all, the choice
should be made to let the potential benefit outweigh the po-
tential damage. Based on theories and empirical findings,
the following factors were identified to guide this selection:

sage[21, 37]

When the IVIS information is relevant to driving, it usu-
ally has a high priority and requires a timely perception.
Speech presentation is preferred in this case, because it
is beneficial to have attention preempted to information
that pertains to the driving task and is intended to support
the driving task. Visual presentations lack salience, thus
critical messages are likely to be overlooked. In contrast,
when the information is not driving-related (e.g. a weather
forecast), it has a low priority in the driving context. Vi-
sual presentation is more suitable in this case, because the
driver needs to be able to temporarily ignore it if he/she
has to concentrate on driving at that moment.

The spatial location of the visual display[37]

In case of visual presentation, drivers must divide their fo-
cal visual attention between the driving environment (out-
side the windshield) and the in-car display. The larger the
distance between display and windshield, the greater the
(cognitive) cost of dividing one’s attention between the
two. Therefore, the advantage of visual modalities can
be more pronounced when head-up displays are used than
when head-down displays are used.

e The length of speecH5, 3§

Due to their transient characteristics, when speech mes-
sages get longer and/or more complex, they keep drivers’
attention longer and impose a higher load on working mem-
ory. This can in turn enhance the auditory preemption ef-
fect. Besides, the full meaning of speech may not become
clear until the end of the message. This makes long speech
inappropriate for urgent warning messages that demand
an immediate response. In short, speech has stronger ad-
vantages over visual presentations when it can be kept
short and precise.

e The mental workload [18, 25, 37, 40|

An increase in mental workload, due to either a more de-
manding driving task or a more complex secondary task,
may increase the benefit of auditory presentation in rela-
tion to visual presentation. When driving is more demand-
ing, the division of visual attention between the road and
the in-car display becomes potentially more dangerous.
When the secondary task is relatively complex, drivers
simply have to spend more time looking at the in-car dis-
play in case of a visual presentation. Speech is superior in
both cases, because of its “eyes-free” feature.

The environment condition[8, 31]

Properties of the environment in- and outside the car at
the moment of presentation can also affect the utility of
a certain modality. For example, speech messages might
be less effective if the driver is at the same time talking to
a passenger, getting a phone call, listening to the radio or
playing loud music. Visual messages might be less effec-
tive on a sunny day when strong light makes it hard to see
what is on the display.

The information type [2, 41]

This factor addresses the expressive power of modalities,
because one modality can be naturally better than another
in presenting a certain type of information. For example,
speech is better at presenting instructions, commands and
abstract information (e.g. logic, relations). Short speech



is good for warnings and alarms. Regarding visual modal- 45]. This is mostly because tactile signals are highly salient
ities, text is suitable for quantitative values (e.g. distance, and can almost always draw attention immediately. Besides,
speed, road numbers); icons are effective to indicate phys-tactile modalities also have other advantages: 1) they don't
ical objects (e.g. gas stations along the highway) and di- compete with driving for visual perceptional resources; 2)
rections (e.g. left/right turns); maps are good for locations their effectiveness is not influenced by the lighting condi-

and spatial information. tion, driving noise, radio or conversation; 3) they are private
to the driver and do not bother the passengers. Apart from
AUDITORY ICONS various advantages, tactile modalities have two limitations.

Auditory icons refer to familiar environmental sounds that First, they are limited in their expressive power, meaning that
imitate real-world events (originally defined iaq]). They  they are only suitable for a few types of information, such
inherit common characteristics of auditory modalities, such @S time-critical alerts and directions. Second, tactile stim-
as the high salience. Besides, they also have their own uniqué!li @re likely to induce annoyance and physical discomfort.
features that are beneficial to IVIS information presentation, 10 Minimize this negative effect, the duration and intensity
and are worth mentioning in separation. In IVIS, auditory of the signal should be carefully chosen (several suggestions
icons are typically used as warning signals. For example, €@ be found inZ0)).

presenting a car horn sound or a screeching car tire sound

can warn drivers of an impending collisiohZ, 14]. First, MODALITY COMBINATIONS

auditory icons are language independent and culture inde-As each single modality has its own advantages and disad-
pendent. Second, when well chosen (the more intuitive, the vantages, a question that naturally arises is: can a combined
better B2)), they inherently covey the meaning of the events use of multiple modality types bring advantages over using
that they are meant to signif22, 38]. In other words, the  each single type alone? In general, multimodal information
meaning of the events isimmediately clear to the driver. This presentation has been widely applied in intelligent user inter-
feature explains the common empirical findings that drivers faces. Commonly found benefits of multimodality include
reacted significantly faster to auditory icon warnings than to an enhanced robustness of communication due to redundant
speech warningsl[ 12]. However, the use of auditory icons  or complementary use of modalities, and an increased band-
also has limitations3g]. There is evidence that the fast re- width of information transfer3s, 36).

actions may be accompanied by an increase in inappropri-

ate responses$] 12]. This is because drivers may react be- The multimodality benefit has also been found in IVIS in-
fore they have properly evaluated the situation to know what formation presentation. A couple of studies investigated the
the most appropriate response would be. Moreover, auditorycombined use of visual and auditory modalitiés T, 28].
icons are likely to be considered unpleasant, due to inappro-The presented VIS information include navigational mes-

priate loudness or high pitci3(]. sages 28], vehicle monitoring messagedq], headway dis-
tances and local danger warnin@$ [Drivers were required
TACTILE MODALITIES to perform secondary tasks based on the IVIS messages. Re-

sults showed that the combination of modalities allowed bet-
ter performance in both driving and secondary tasks, com-
pared to using either single modality alone. The combination
was also the most preferred modality variant by the drivers.

Compared to visual and auditory modalities, the use of tac-
tile output is rather new in IVIS information presentation.

However, existing findings have already shown positive pro-
mises. Two tactile modalities have been investigated so far: ; :
force pulse (given by pedalgg] or steering wheel43]) and Moreover, several other studies revealed that it could be par-

vibration (given by seat7, 45], steering wheelZ3, 43 or ti(_:ularly benefic_ial to comk_Jine _tactile presentation with au-
additional equipments attached to the drivi4 [16]). Re-  ditory presentation4] or with visual presentatior3, 45].
garding information type, tactile modalities have been typi- These combinations were shown to induce faster reactions

cally used as alerts and directional cues. For example, they2nd impose lower cognitive load than using either single

have been applied to warn drivers of a rapidly approaching medality alone.
vehicle [15, 16], a sudden deceleration of the lead vehicle
[13, 14, 27], or a lane departure[ 43]. In most cases, more
than one tactors were applied at different locations in order
to add another dimension to the presentation — the direction
drivers should look in for the event. For example, two tac-
tors were used inlg], one at the front side and one at the
back side of the driver’s torso. Only one tactor was activate
at a time, indicating a vehicle was approaching from either
the front or the back. In addition, the ‘left versus right’ tac-
tile cues have also been applied to indicate turning directions
[45, 44] and lane change directiong]].

The risk of using multiple modalities is to induce additional
costs in terms of perception load, interface management and
monitoring demandd6]. Therefore, designers need to make
sure that the combination enhances human cognitive and phys-
ical ability and is compatible with user preference, context

d and system functionality3p]. In other words, additional
modalities should be added to the system only if they im-
prove efficiency, satisfaction, or other aspects of performance
for a given user and context.

CONCLUSIONS
A commonly obtained finding is that tactile signals induced The choice of modality should be carefully made for IVIS,
significantly faster reactions to the presented events in com-because it can certainly influence the system’s performance
parison with either the absence of tactile signal3 [L4] or in diver assistance. To determine the optimum choice of
the auditory/visual presentation alternativls 15, 43, 44, modality for a specific presentation task, designers need to



make an overall optimization over a number of aspects, suchll
as the driving demand, the environmental condition in- and
outside the car, the priority of the message, the type of in-
formation to be conveyed, the type of task induced by the
presentation, and the driver’'s physical and cognitive condi-

tion. This optimization process can be guided by the ex- 12.

isting findings on the advantages or disadvantages of vari-
ous modalities associated with various aspects, such as the
ones presented in this overview. Ideally, choices of modal-

ity should be made dynamically during driving, so that they 13
adapt to real-time changes in the driving environment.
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