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AbstractIn human-human communication, dialogue participants are con-tinuously sending and receiving signals on the status of the in-formation being exchanged. These signals may either be positive(`go on') or negative (`go back'), where it is usually found thatthe latter are comparatively marked to make sure that the dia-logue partner is made aware of a communication problem. Thisarticle focuses on the users' signaling of information status inhuman-machine interactions, and in particular looks at the roleprosody may play in this respect. Using a corpus of interactionswith two Dutch spoken dialogue systems, prosodic correlates ofusers' discon�rmations were investigated. In this corpus, dis-con�rmations can have two uses: they may serve as a positivesignal in one context and as a negative signal in another. Withthe data obtained from the corpus an acoustic and a percep-tion experiment have been carried out. The acoustic analysisshows that the di�erence in signaling function is reected in thedistribution of the various types of discon�rmations as well asin di�erent prosodic variables (pause, duration, intonation con-tour and pitch range). The perception experiment revealed thatsubjects are very good at classifying discon�rmations as positiveor negative signals (without context), which strongly suggeststhat the acoustic features have communicative relevance. Theimplications of these results for human-machine communicationare discussed.
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\But does he deserve to be stabbed to death with an ice pick?" I ask.\No," says Douglas, and keeps on saying it, \no, no, no, no, no, no, no"1
1 IntroductionOne of the central shortcomings of current spoken dialogue systems is thatthey are insu�ciently able to spot communication problems (resulting, forinstance, from poor recognition or from incorrect default assumptions) andhence have di�culty in responding to them. Things are di�erent in human-human interaction, where communication problems are often easily spottedand solved. This is probably due to the fact that human dialogue parti-cipants continuously monitor the dialogue ow, sending negative (`go back')signals if there are communication problems, and positive (`go on') signalsif the dialogue is on track and running smoothly. It seems a reasonablehypothesis that in human-machine interactions, the human dialogue parti-cipant similarly sends negative signals in response to problems, and positivesignals otherwise. We conjecture that the ability of spoken dialogue systemsto distinguish between such signals from the user is linearly correlated withthe uency of the interaction.The current article investigates to what extent prosodic features are be-ne�cial in distinguishing positive and negative cues. We expect that speakersuse more prosodically marked features (higher pitch, longer duration, morepauses, marked intonation contours, . . . ) in the case of a negative signalthan in the case of a positive signal. To test this hypothesis, we concen-trated on one type of utterance which may serve as a `go back' signal in onecontext while it serves as a `go on' signal in another context, namely a \no"answer to di�erent types of system prompts. To illustrate this, consider the1Michael Douglas in an interview with Entertainment Weekly on the movie BasicInstinct. 4



following two questions of a train time table information system, taken fromthe corpus of Weegels (1999).(1) a. Do you want to go from Eindhoven to Swalmen?b. Do you want me to repeat the connection?Both (1.a) and (1.b) are yes/no questions and to both \no" is a perfectlynatural answer. However, the two questions serve a rather di�erent goal.Question (1.a) is an (explicit) attempt of the system to verify whether itscurrent assumptions (about the departure and arrival station) are compat-ible with the intentions of the user. If this is not the case, the user willsignal this using a discon�rmation, thereby indicating that at least one ofthe system's assumptions is incorrect. Question (1.b), on the other hand, isnot an attempt of the system to verify its assumptions, and hence it cannotrepresent incorrect system assumptions. A subsequent \no" answer fromthe user thus serves as a `go on' signal. The two uses of discon�rmations,being lexically similar but functionally di�erent, constitute minimal pairsfrom a dialogue perspective, allowing us to check whether the various oc-currences of this kind of utterance vary prosodically as a function of theircontext. In this way, they form ideal, naturally occurring speech materialsfor investigating the role of prosody in problem signalling.In this article the hypothesis that `go back' signals are prosodicallymarked with respect to `go on' signals is tested both in an acoustic anda perceptual analysis. In the following, we will �rst make the `go on' and`go back' notions more explicit and present a brief overview of the context ofthis work (section 2), then describe the speci�c goals of the current article(section 3) and the speech corpus used (section 4). Sections 5 and 6 reporton the acoustic and perceptual analyses respectively. We end with a generaldiscussion (section 7).
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2 Positive and negative cues in dialogueFrom human-human communication it is known that dialogue participantsare continuously sending and receiving signals on the status of the inform-ation being exchanged. This process is often referred to as informationgrounding (Clark & Schae�er 1989, Traum 1994) and typically proceeds intwo phases: a presentation phase in which the current speaker (the sender)sends a message to his conversation partner, and an acceptance phase inwhich the receiver signals whether the message came across unproblemat-ically or not. In the acceptance phase the receiver may send a positive `goon' signal or a negative `go back' signal. We assume that a rule like thefollowing underlies the distinction between `go on' and `go back' signals.2`go on'/`go back' ruleIf the sender's utterance Si is incompatible with the informationstate of the receiver, then the receiver's subsequent response Uiis a `go back' signal, otherwise it is a `go on' signal.Here we are particularly interested in the case where the sender is a spokendialogue system and the receiver is a human user. To avoid a possibleconfusion, it should be noted that both `go on' and `go back' signals arebackward-looking dialogue acts in the terminology of Allen and Core (1997),see also Pulman (this volume), in the sense that they are responding acts.The `go on'/`go back' rule has some non-trivial consequences. First, theresponder sends a `go on' or `go back' signal following any kind of systemutterance. Second, the `go back' signals are not only triggered by recog-nition errors, but may also cue other sources of communication problems2Notice that this rule is related to the 2nd rule from Groenendijk et al. (1996) governinghearer-behavior in multi-speaker dialogues:Rule H2 If a sentence is uttered which is incompatible with a participant'sinformation state, then she does not update with it, but signals the incom-patibility by uttering a sentence that contradicts the sentence uttered.6



(e.g., erroneous presuppositions or incorrect default assumptions). Third, areceiver immediately signals any communication problems. This is a sim-pli�cation in that occasionally receivers accept errors, or change their mindand `correct' an unproblematic system utterance.3Obviously, it is important for the system to be able to distinguish `goon' from `go back' signals, since this information is helpful for determiningsubsequent system actions. This raises the question whether there is a wayto distinguish `go back' from `go on' signals. From studies of human-humanconversation it is known that `go back' signals are comparatively marked(see e.g., Swerts et al. 1998) to make sure that the dialogue partner isimmediately made aware of a communication problem. By analogy, wemay expect that if a system utterance makes it clear that something iswrong, users spend more e�ort on their signals as well, in order to preventcomplete breakdown of the communication. Krahmer et al. (subm.) triedto �nd support for this claim in a corpus of human-machine dialogues. Thecharacteristics listed in 1 were predicted for positive and negative cues, basedon the idea that speakers want to �nish the dialogue successfully as soon aspossible and with minimal e�ort.Table 1 approximately hereIn all cases, the positive cues can be seen as the unmarked settings of lin-guistic features. For instance, the default word order in a sentence is un-marked (thus, no topicalization or extraposition). Similarly, it is a positivesignal to present new information (which may speed up the dialogue), butnot to repeat or correct information (which will de�nitely not lead to a moreswift conclusion of the conversation).One central observation of Krahmer et al. (subm.) is that users moreoften employ the `go back' signals from table 1 when the preceding systemutterance contains a problem, whereas the `go on' signals are used in re-sponse to unproblematic system utterances. Many of these cues have a high3In our corpus (see section 4), the former are analysed as `go on' signals, the latter as`go back' signals. Both are highly infrequent.7



informativity. For instance, if the user's answer contains a marked word-order, then it is highly likely that the preceding system utterance containeda problem. The downside is that some of the highly informative cues occurrather infrequently. However, combinations of features can compensate forthis and thus serve as good indicators of information status. Experimentsusing memory based learning techniques (with the IB1-GR algorithm, seeAha et al. 1991 and Daelemans et al. 2000) showed that it is possible to pre-dict in 97% of the cases whether or not the preceding system utterance wasproblematic on the basis of the user's utterance, by looking at all features.This shows that taking combinations of cues into account provides a reliableindicator of problems. But one has to keep in mind that these experimentswere performed with hand-annotated data and that there is a considerablegap between such data and the raw output of a speech recognition engine (aword graph). It remains an empirical question to what extent the positiveand negative signals from table 1 can be recovered automatically. In anycase, it is to be expected that shifting the analysis from hand-annotated datato word graphs will worsen the percentage of correctly predicted communic-ation problems. This implies that there is de�nitely room for improvement.Therefore, one possible extension is to include another set of characteristicsof user utterances in our prediction: a number of prosodic features.3 GoalThe current paper looks at possible prosodic di�erences between positive andnegative signals, using discon�rmations as analysis materials. For a varietyof reasons, we expect that negative signals are prosodically marked comparedto positive signals. A previous study of repetitive utterances in Japanesehuman-human dialogues (Swerts et al. 1998) showed that speakers moreoften provide negative signals with marked or prominent prosodic featuresthan they do with positive signals. In particular, reactions to problematicutterances tend to be higher and slower than reactions to unproblematicutterances, and they are more likely to be preceded by a relatively long8



delay and to have high H% boundary tones. Consequently, we expect thatin human-machine interactions the di�erence in signaling function will alsobe reected in a di�erence in prosodic features (cf. Swerts & Ostendorf 1997).This expectation is con�rmed by a bulk of recent work on hyperarticulatespeech (e.g., Levow 1998, Oviatt et al. 1998a, 1998b, Soltau & Waibel1998, Erickson et al. 1998), a speaking style which can be seen both asthe result of speech recognition errors and as an important source of sucherrors. Typically, hyperarticulate speech has an increased pitch and longerduration. Such marked prosodic features also show up in human-humanconversations with a relatively higher risk of communication failures, such asconversations in a stressed and/or noisy environment (Lombard 1911, Bou-Ghazele and Hansen 1998), over a relatively long distance (Traunm�uller &Eriksson 2000) or in child-directed speech (Lindblom et al. 1992). This leadsto the expectations in table 2 regarding prosodic features and the predictedsettings for positive and negative signals.Table 2 approximately hereThis article discusses two experiments that have been carried out to �ndempirical evidence for these expectations. The �rst one consists of a set ofacoustic analyses of prosodic features in discon�rmations. The second one isa perception experiment which aims at verifying whether human hearers canuse some of the prosodic features to distinguish positive from negative cues,without having access to context information. First, the speech materialsused in these analyses are further described.4 DataThe stimuli for both the acoustic and the perceptual analyses were takenfrom the aforementioned corpus of 120 dialogues with two speaker-independentDutch spoken dialogue systems which provide train time table information(see Weegels 1999). The systems prompt the user for unknown slots, suchas departure station, arrival station, date, etc., in a series of questions. The9



two systems di�er mainly in veri�cation strategy (one primarily uses impli-cit veri�cation, the other only uses explicit veri�cation), length of systemutterances and speech output (concatenated vs. synthetic speech). Twentysubjects were asked to query both systems via telephone on a number oftrain journeys. They were asked to perform three simple travel queries oneach system (in total six tasks). Two similar sets of three queries were con-structed, to prevent literal copying of subjects' utterances from the �rst tothe second system. The order of presenting systems and sets was counter-balanced.The stimuli used in the two analyses consisted of negative answers toyes/no questions from both systems. If the preceding yes/no question was averi�cation of the system's assumptions (e.g., (1.a) above), then the user'sdiscon�rmation indicates that the yes/no question contained a problem (dueto a speech recognition error or an incorrect assumption on the system'spart). If the yes/no question was not a veri�cation (such as example (1.b),but also questions like Do you want other information? or Do you wantinformation about another connection? ), then the user's discon�rmation justserves as an answer to that question and does not indicate problems.Regarding their structure, the users' discon�rmations were divided intothree categories: (1) responses consisting of an explicit discon�rmationmarker \no" (\nee") only (we shall refer to these cases as `single no'), (2) re-sponses consisting of an explicit discon�rmation marker followed by otherwords (`no+stu�' in the terminology of Hockey et al. 1997), (3) responsescontaining no explicit discon�rmation marker (`stu�').5 Acoustic analysis5.1 MethodFor the acoustic analysis a random selection of 109 negative answers toyes/no questions from both systems was used, taken from the corpus de-scribed above. The proportion of `go back' signals is .62. The utterances10



were produced by 5 female and 2 male speakers. The proportion of `goback' signals is .52 for male and .63 for female speakers, both similar to theoverall proportion. The speech data were digitized with a 16 kHz samplingfrequency. Fundamental frequency (F0) was determined using a methodof subharmonic summation (Hermes, 1988). Durations of speech segmentsand of pauses were measured directly in the digitized waveform. The users'responses to the yes/no questions were analysed in terms of the followingfeatures: (1) type of boundary tone in \no" (high or not high); (2) dura-tion (in ms) of \no"; (3) duration (in ms) of pause after \no" before stu�;(4) duration (in ms) of pause between system's prompt and user response;(5) F0 max (in Hz) at energy peak of major pitch accent in stu�; (6) numberof words in stu�. It was our original intention to also investigate pitch rangein the \no" part of the di�erent responses, but this turned out to be too dif-�cult given that many of the cases were realized with a low-anchored pitchaccent followed by a high boundary tone (L*H-H%). For these utterances,it was not possible to adequately measure pitch range, given that the F0maximum in the energy peak of the pitch accent basically undershoots theperceived pitch range, whereas the real F0 maximum at the end of the highboundary tone overshoots it. See the discussion of �gure 2 below.5.2 Results Table 3 approximately hereTable 3 gives the distribution of di�erent types of discon�rmations followingeither an unproblematic system utterance or one which contains one or moreproblems. A �2 test reveals that these numbers signi�cantly di�er fromchance level (�2 = 22.146, df = 2, p < 0:001). First, this table shows thatthe minimal response, a single no, is in the majority of the cases used asa positive signal. Second, single stu� responses are exclusively reserved forresponses following a system utterance with one or more problems. Themajority of the responses to yes/no questions in our data, however, is ofthe no+stu� type, which may serve either as a positive or as a negative11



cue. The lexical material in the stu� is quite di�erent for the two signals:for the positive cases, the subsequent words are mostly some polite phrases(\thank you", \that's right"); for the negative cases, the stu� usually isan attempt to correct the information which is misrecognized or which iswrongly assumed by the system.Table 4 approximately hereTable 4 displays the presence or absence of high boundary tones on the word\no" (for the single no and no+stu� cases) for positive and negative signals.A �2 test reveals that this distribution is again well above chance level (�2= 33.004, df = 1, p < 0:001). In responses following a problematic sys-tem question, \no" is generally provided with a question-like H% boundarytone, which is absent when \no" follows an unproblematic system question.These results are in agreement with observations in Japanese human-humanconversations (Swerts et al. 1998).Table 5 approximately hereOne might hypothesize that in the `go on' case the \no" and the stu� (whichconsists primarily of politeness phrases) are prosodically integrated, thusexplaining the absence of high boundary tones in this case. However, thisis not true. For both positive and negative cues the \no" forms a separateintonational phrase in the majority of the cases (see table 5).Table 6 approximately hereThe results for the continuous prosodic features of interest are given intable 6. Taking the utterances of all subjects together, a t-test reveals asigni�cant di�erence for each of these features. Intra-individual di�erencescould not be tested because the numbers of unproblematic and problematicutterances are insu�cient and/or too unequally distributed. However, whenlooking at the mean within-subject di�erences, the �ndings mostly point inthe expected direction, thus warranting an overall t-test. For all speakers,12



the mean duration of \no" and of pauses, F0 max in stu�, and the numberof words in stu� are usually higher in problematic than in unproblematiccases. Figure 1 approximately hereFigure 1 visualizes the results given in table 6, illustrating that the trendis the same in all cases: negative signals are comparatively marked. First,negative signals di�er from positive ones, in that the word \no" |when itoccurs| in these utterances is longer. Second, compared to positive sig-nals, there is a longer delay after a problematic system prompt before usersrespond. Both results are in line with the data for Japanese (Swerts et al1998). Third, in the no+stu� utterances, the interval between \no" andthe remainder of the utterance is longer following a problematic system ut-terance than following an unproblematic one. Fourth, after a problematicyes/no question, the stu� part of the answer usually contains a high-pitchednarrow focus accent to mark corrected information, whereas in the unprob-lematic case the stu� is usually prosodically unmarked. Finally, in reactionto a problem, the stu� part tends to be longer in number of words, whichis in agreement with our previous, more general �nding (Krahmer et al.subm.).5.3 DiscussionThe acoustic results given above clearly indicate that there is a markedprosodic di�erence between positive and negative signals. To illustrate someof these e�ects more clearly, consider �gure 2 which visualizes the waveformsand corresponding F0 contours of two typical discon�rmations produced byone of our speakers, one being a `go on' signal (top), the other a `go back'signal (bottom). Figure 2 approximately hereBoth utterances consist of a discon�rmation marker (\no") followed by stu�,but it is clear that they are realized with quite di�erent prosody. In line13



with our hypothesis, the word \no" in the `go on' case is comparatively short(185 ms), it is not provided with a prominent high boundary tone, and itis immediately followed by the stu� without a clear silence interval. Inaddition, the stu� part of this response does not contain a prominent pitchaccent. On the other hand, the utterance at the bottom of the �gure is a `goback' signal and accordingly contains a relatively long \no" (441 ms), whichis produced with a clear high boundary tone, and is followed by a fairlylong pause of 762 ms. Note that the contour on the word \no" is of thetype referred to above, L*H-H%, which does not permit a straightforwardspeci�cation of pitch range. Also, the stu� contains a clear narrow focuspitch accent which serves to highlight corrected information. What cannotbe derived from this �gure is that in the `go back' mode speakers generallytend to produce their responses after a longer delay than in `go on' mode,and also that the stu� part is generally longer in words in the former case.6 Perceptual analysis6.1 MethodIn a second experiment we investigated whether the acoustic �ndings haveperceptual relevance. For this experiment we used 40 \no"s, all taken fromno+stu� discon�rmations. We opted for no+stu� discon�rmations sincethese are the most frequent and are equally likely to occur after either aproblematic or an unproblematic utterance from a distributional perspect-ive (see table 3), and are thus least biased in terms of their function aspositive or negative cues. The 40 \no"s were taken from the utterances of4 speakers. The speakers were selected on the basis of the fact that theyproduced no+stu� in both conditions (positive and negative). For the per-ception study, we only used the \no"-part of these utterances, given thatthe stu�-part would be too informative about their function as positive ornegative cues (see the two no+stu� answers analysed in section 5.3). Of the40 \no"s, 20 functioned as a positive and 20 as a negative signal. Unfor-14



tunately the corpus did not allow us to get equal numbers of positive andnegative signals for all speakers. Subjects of the perception experiment were25 native speakers of Dutch. They were presented with 40 stimuli, each timein a di�erent random order to compensate for any potential learning e�ects.They heard each stimulus only once. The experiment was self-paced and nofeedback was given on previous choices. In an individual, forced choice task,the subjects were instructed to judge for each \no" they heard whether thespeaker signaled a problem or not. They were not given any hints as towhat cues they should focus on. The subjects were �rst presented with four\exercise" stimuli to make them aware of the experimental platform andthe type of stimuli. It is worth stressing that the choice to use only \no"sextracted from no+stu� answers implies that not all the acoustic featuresstudied in the previous section survive in the current perceptual analysis.In particular, we lose the features delay (time between end of prompt andstart of user's answer), pause (time between end of \no" and beginning ofstu�) as well as any possible cue in the stu� part (e.g., number of words,narrow-focused pitch accents).6.2 Results Tables 7, 8 and 9 approximately hereThe results are presented in tables 7 and 8, and summarized in table 9.A �2 test was used to determine whether a distribution is above chancelevel. Table 7 focuses on the perception of positive signals. It turned outthat 17 out of the 20 positive signals were correctly classi�ed as cases inwhich the speaker did not signal a problem. The remaining three caseswere in the expected direction, though not signi�cant. Table 8 zooms in onnegative signals. Here 15 out of 20 negative signals were classi�ed correctlyas instances of \no" signaling problems. Interestingly one negative signal wassigni�cantly misclassi�ed as a positive signal. A post-hoc acoustic analysisof this \no" revealed that it shared its primary characteristics with positivesignals. In particular: the \no" was relatively short, and lacked a high15



boundary tone.6.3 DiscussionIt seems a reasonable hypothesis that when speakers systematically dressup their utterances with certain features, hearers will be able to attachcommunicative relevance to the presence or absence of these features. Totest if this is indeed the case for the acoustic properties of utterances of \no"found in section 5, the perception experiment was carried out. Of course,from a system perspective it is not really important whether or not peopleare able to use acoustic features as cues, as long as the acoustic features areeasily measurable and consistent. However, we do believe that a perceptiontest provides additional evidence for the relevance of prosodic features forsignalling communication problems.The perceptual study clearly shows that subjects are good at correctlyclassifying instances of \no", extracted from no+stu� utterances, as positiveor negative signals. There was only one instance of a \no" which was con-sistently misclassi�ed: this concerned a \no" which followed a problematicsystem utterance but was perceived by most subjects as a positive signal.Interestingly, this \no" shared its primary characteristics (relatively shortand no high boundary) with the positive signals.It is no surprise that no \no" was correctly classi�ed as a positive or anegative signal by all subjects. After all, only some of the acoustic featuresfound in the acoustic analysis of section 5 were part of the stimuli presentedto the subjects. In particular, subjects could not use for their classi�cation:(i) the delay between the end of the preceding system question and the startof the user's discon�rmative answer, (ii) the pause between the \no" and thestu� nor (iii) any features present in the stu� (such as length and presenceor absence of narrow focused pitch accents, besides, of course, the lexicalcontent). Looking speci�cally at tables 7 and 8 suggests that classifying `goon' signals as `go on' signals is somewhat easier than classifying `go back'signals as `go back' signals. This might be due to the fact that the word \no"16



has the most communicative import in the `go on' case, while for the `goback' case it is rather the stu� part (which usually contains a correction)which is most informative (see below). In other words, it might be thecase that for the `go back' signals the prosodic features to be found in thestu� part of the discon�rmation, which was not presented to the listeners,are relatively more important. Yet, even given a subset of the potentiallyrelevant acoustic features, subjects perform very well for both positive andnegative signals.7 General discussionThe main �nding of this article can be summarized as follows: in the case ofcommunication problems, speakers more often employ prosodically markedfeatures in their reaction. If the preceding system utterance contained aproblem (either a speech recognition error or an incorrect default assump-tion), then (1) the user's utterance of the word \no" has a longer duration,(2) there is a longer pause between the system's utterance and the user's re-action, (3) in the case of a no+stu� answer, the delay between the \no" andthe stu� is longer, (4) the stu� part contains a narrow focus, high-pitched(corrective) accent and (5) the stu� contains more words. Various distri-butional di�erences between `go on' and `go back' signals were found: forinstance, single stu� answers are solely reserved as responses to problematicsystem utterances and, in addition, users who respond to problematic ut-terances primarily use H% boundary tones. The perception study revealedthat subjects are very good at correctly classifying instances of \no" (takenfrom no+stu� utterances) as positive or negative signals, without havingaccess to the utterance context.These �ndings can easily be related to the respective functions of the twouses of discon�rmation. A `go on' discon�rmation is simply an answer to thequestion and does not address any underlying assumptions of the system. Inprinciple, a single \no" is a su�cient answer. The stu� is exclusively reservedfor politeness phrases, which follow more or less automatically, tend to be17



short and provide no further information. This explains the short pausesbetween the \no" and the stu� as well as the lack of accents in the stu�. Ifa yes/no question from the system contains a problem, just answering \no"might be su�cient but is not very cooperative. Assuming that the user wantsthe dialogue to be over as soon as possible it is more e�cient to immediatelycorrect the system. To do that, single stu� adequately serves the purpose,whilst an explicit \no" may be added to strengthen the problem signaling.Since the stu� is not meant to be polite, but really aims at furthering thedialogue in an e�cient way by correcting information, it typically containsmore words. In the case of communication problems, it may be assumed thatcognitive load is relatively high, since the user has to reconstruct where thesystem's assumptions do not match her own intentions, and has to formulatean adequate reaction for that particular context. As Levelt (1989) argues,there is a close correspondence between cognitive load and length of pauses,which might explain that both the delay and the pause between the \no"and the stu� are longer in the case of problems.The �ndings related to prosodic markedness are in line with our earlier�ndings, in which it was shown that subjects use the negative (`go back')variants of the features described in table 1 more often when the precedingsystem utterance contains a problem, whereas the positive cues (`go on') aremore often used in response to unproblematic system utterances. Takingthese two results in combination provides evidence for the claim that peopledevote more e�ort to negative cues on various levels of communication.An interesting question is how generalizable the results are. We con-tend that our �ndings are not speci�c for \no" nor for Dutch nor for thedomain of train travelling. Support for this claim is found, for instance, inthe work by Swerts et al. (subm.). One of the �ndings from their studyof American-English human-machine dialogues is that utterances followingspeech recognition errors can be reliably distinguished from `normal' utter-ances using a set of automatically obtained acoustic/prosodic characteristics(pitch range, amplitude, timing, inter alia). For instance, `corrections' ap-18



pear to be more prosodically marked than other utterances (higher, longer,louder, slower, ...), which is in agreement with our current results. Forsome of the features discussed in this article there is a clear correspond-ence between the kind of system question and the precise marked setting ofthat feature. For instance, it was found that the stu� following problematicutterances is generally longer, which is in line with the earlier �nding ofKrahmer et al. (subm.). However, there it was also found that reactionsto an implicit veri�cation question (i.e., an open question) are on averagetwice as long as reactions to an explicit veri�cation (i.e., yes/no) question.Yet following both system questions the answers were longer in the case ofcommunication problems. This implies that long problem signalling answersto implicit veri�cation questions will generally be longer than long problemsignalling answers to explicit veri�cations. We also found that high bound-ary tones are more likely to arise following problems. However, it shouldbe noted that the presence of a high H% boundary tone by itself is notnecessarily a signal of problems, for high boundary tones have been claimedto have multiple functions (see Pierrehumbert & Hirschberg 1990).The current analysis suggests that the presence of cues such as a pro-longed delay before answering or a high-pitched narrow focus accent aregood indicators of problems. In combination with the �ndings of Krahmeret al. (subm.), the present results provide potentially useful informationfor spoken dialogue systems which monitor whether or not the communica-tion is in trouble: if a question is followed by a user's utterance which hasvarious marked properties (such as relatively many words, discon�rmations,corrections, long delays, words with a narrow focus, high-pitched accent),the system can be fairly certain that there are communication problems. If,on the other hand, the user's utterance does not contain such features, thenit is highly likely that the dialogue is running smoothly. Using a system-atic and reliable strategy to decide whether or not there are communicationproblems may be very useful in a number of situations. It can be used asa basis for choosing the veri�cation strategy employed by the system, but19



it may also be a cue to switch to a di�erent recognition engine. Levow(1998) found that the probability of experiencing a recognition error aftera correct recognition is .16, but immediately after an incorrect recognitionit is .44. This increase is probably caused by the fact that the speakersused hyperarticulate speech when they noticed that the system had a prob-lem recognizing their previous utterance. Similar �ndings are reported in anumber of studies, such as Shriberg et al. (1992) and Litman et al. (2000).This implies that it might be bene�cial to switch to a speech recognizertrained on hyperarticulate speech if there are communication problems (cf.Hirschberg et al. 1999).AcknowledgmentsThanks are due to Antal van den Bosch, Olga van Herwijnen, Stephen Is-ard, Esther Klabbers, Elizabeth Shriberg, Jacques Terken, and an anonym-ous referee, as well as to the audience of the ESCA Workshop on Dialogueand Prosody (Veldhoven, 1999). The authors are mentioned in alphabeticalorder. Weegels and Theune were supported by the Priority Programme Lan-guage and Speech Technology (TST), sponsored by NWO (The NetherlandsOrganization for Scienti�c Research).ReferencesAha, D., Kibler, D., Albert, M., 1991. Instance-based learning algorithms.Machine Learning 6, 37-66.Allen, J., Core, M. 1997. Damsl: Dialogue markup in several layers. Draftcontribution for the Discourse Resource Initiative.Bou-Ghazele, S., Hansen, J., 1998. HMM-based stressed speech modelingwith applications to improved synthesis and recognition of isolated speechunder stress. IEEE transactions on speech and audio processing 6(3):201-216. 20
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List of �gure captionsFigure 1: No+stu� responses of one speaker to two di�erent yes/no ques-tions from the system. Above: following the system question \Wilt u datik de verbinding nog eens herhaal?" (Do you want me to repeat the con-nection? ), the speaker responds with a positive (`go on') utterance: \Needankuwel"(No thank-you). Below: following the system veri�cation ques-tion \U wilt dus vamiddag reizen? (So you want to travel this afternoon? ) ,the speaker responds with a negative (`go back') utterance \Nee vanavond"(No tonight).Figure 2: Average values for di�erent features (cf. Table 6).
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Table 1: Positive vs. negative cuespositive (`go on') negative (`go back')short turns long turnsunmarked word order marked word orderanswer no answerno corrections correctionsno repetitions repetitionsnew info no new infoTable 2: List of prosodic features and their expected settings for positiveand negative cuesFeatures positive (`go on') negative (`go back')Boundary tone low highDuration short longPause short longDelay short longPitch range low high
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Table 3: Numbers of negative answers following an unproblematic systemutterance (: problems) and following those containing one or more prob-lems (problems)Type : problems problems totalno 18 11 29stu� 0 24 24no+stu� 23 33 56total 41 68 109Table 4: Presence or absence of high boundary tones following occurrencesof \no" (single no and no+stu�) for positive and negative cues.High boundary tone : problems problems totalAbsent 32 7 39Present 9 37 46total 41 44 85
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Table 5: Number of no+stu� utterances in which \no" is realized as aseparate intonational phrase, for both positive and negative cues.: problems problems total\no" separate phrase 17 30 47\no" no separate phrase 6 3 9total 23 33 56
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Table 6: Average values for various features. Duration of \no" (for alloccurences of \no": single no and no+stu�), delay between end of systemutterance and beginning of user's discon�rmation (all cases), pause between\no" and stu� (for no+stu� cases), F0 max in stu� and number of words instu� (both for no+stu� and stu�). Standard deviations are given betweenbrackets. Feature : problems problemsDuration of \no" (ms)�� 226 (83) 343 (81)Preceding delay (ms)�� 516 (497) 953 (678)Following pause (ms)� 94 (93) 311 (426)F0 max in stu� (Hz)� 175 (37) 216 (46)Words in stu��� 2.61 (3.65) 5.42 (8.14)��p < 0:001, �p < 0:05
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Table 7: Number of positive signals which are perceived as positive signals(: problems) or as negative ones (problems).Perceived asSp. Utt. : problems problems Sign.A 1 20 5 p < 0:012 22 3 p < 0:013 22 3 p < 0:014 22 3 p < 0:015 23 2 p < 0:016 19 6 p < 0:017 20 5 p < 0:018 20 5 p < 0:019 21 4 p < 0:0110 20 5 p < 0:0111 19 6 p < 0:01B 1 20 5 p < 0:012 20 5 p < 0:013 14 11 n.s.4 21 4 p < 0:015 20 5 p < 0:01C 1 13 12 n.s.2 20 5 p < 0:013 20 5 p < 0:01D 1 17 8 n.s.
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Table 8: Number of negative signals which are perceived as positive signals(: problems) or as negative ones (problems).Perceived asSp. Utt. : problems problems Sign.A 1 6 19 p < 0:012 22 3 p < 0:013 15 10 n.s.4 7 18 p < 0:055 2 23 p < 0:01B 1 4 21 p < 0:012 3 22 p < 0:013 12 13 n.s.4 3 22 p < 0:015 5 20 p < 0:016 11 14 n.s.C 1 5 20 p < 0:012 6 19 p < 0:013 6 19 p < 0:014 10 15 n.s.5 2 23 p < 0:016 3 22 p < 0:017 7 18 p < 0:05D 1 4 21 p < 0:012 1 24 p < 0:01
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Table 9: Summary of tables 7 and 8 of the perceived classi�cation of positiveand negative signals.Perceived as No signi�cant Perceived as:problems di�erence problems Total:problems 17 3 0 20problems 1 4 15 20Total 18 7 15 40
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