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Abstract. In this paper we present our current work on an embodied 
conversational agent for training medical bad news conversations and discuss 
the inspiration gained from previous work of our own and others. Central in this 
research is the influence of emotional and social features on the selection and 
realization of conversational behavior.  
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1   Introduction 

Over the last few decades there has been an important shift in much work on dialogue 
systems. Traditional spoken dialogue systems were created to fulfill a very specific 
task, using spoken or written language. By combining spoken dialogue systems with a 
graphical representation of a human (or human-like entity), so-called Embodied 
Conversational Agents (ECAs) are able to communicate not only verbally but also 
nonverbally. In addition, because of their embodiment ECAs are perceived more like 
intelligent agents endowed with a personality. The work on ECAs thus incorporates 
more than natural language understanding; it also includes other aspects of cognitive 
modeling, such as models of emotion and social skills. The last few years have seen a 
large increase in the research that has been done on modeling emotions [1-5] and on 
modeling social skills [6-8]. 

 In this paper we present our current work on embodied conversational agents and 
discuss the inspiration and insight gained from previous work of our own and others.  
Two types of ECAs are described in order to take stock of part of the state-of-the-art 
and to point out some of the difficulties the scientific community is dealing with at the 
moment. We selected tutoring agents and agents in interactive pedagogical drama to 
discuss, because their behaviors typically contain emotion and social features, which 
are of great importance in these types of tasks [15]. As the design of our agent, which 
will hold bad news conversations, also includes these features, we look at these types 
of agents to gain insight and inspiration about how to implement such features. In 
addition we look at which developments of traditional types of conversational systems 
have improved interactions with virtual humans in various ways during the last 



decade. Components from some of the described systems are taken into account in the 
design of the agent architecture. Additionally, the design of the virtual agent is based 
on theoretical models of human cognition to allow virtual humans to behave more as 
real human beings, both in physical behavior as in mental processes. This approach is 
founded on the belief that “the best representation of an object is itself.” By making 
virtual humans to be more humanlike, the quality of interacting with such agents will 
also most likely be improved, opening the door for new improvements and 
applications.  

2   Tutoring Agents  

In this section we take a look at virtual tutor systems to see which features play a role 
in selecting and expressing conversational behavior (in tutoring). In ECA research, 
tutoring and coaching have been a popular choice of tasks as they display a lot of 
different aspects of conversational interaction [9-11]. Typically the actions of a tutor 
includes giving instructions, asking and answering questions, providing explanations, 
giving examples, setting specific tasks and objectives, motivating the student, 
providing feedback (both positive and negative) throughout the training session and 
afterwards, providing support and evaluating the performance of the student. Based 
on this list the actions of a tutor can be divided into two broad categories: 1) 
providing information regarding the task at an appropriate level towards the learner 
and 2) engaging and directing the learner through the learning process. The challenge 
is to build correct models of the cognitive components that lead to the selection and 
realization of these actions, as it is often unclear which components lead to a certain 
behavior, how they function and how they interact with each other. 

For current day ECA research the second category is particularly interesting, as it 
deals with the social and emotional skills that are of great importance when 
performing the role of tutor. In order to keep a learner motivated and challenged a 
tutor may need to praise or blame the learner (emotion directed behavior), adopt the 
role of a study-buddy (altering the social relation between tutor and learner) and keep 
track of what the learner is thinking and feeling (abducting the mental state of the 
user). By adapting the virtual tutor’s social and emotional skills to each individual 
learner, the outcome of a tutoring session will most likely be improved significantly. 
Furthermore it will contribute to the effort to make conversational agent to behave in 
a more humanlike fashion. 

As an example the remainder of this section will describe an intelligent tutoring 
system we developed called INES (Intelligent Nursing Education Software) [12-14]. 
The INES system is designed with the purpose of helping students practice nursing 
tasks using a haptic device within a virtual environment. A virtual human in the INES 
system provides the role of tutor with which the learner can interact (see figure 1). 
The virtual tutor is capable of performing acts from both categories mentioned above, 
but focuses on affective control of the mental state of the learner in the tutoring 
dialogues [12]. It does so by selecting the appropriate feedback to give to the learner 
after he or she has performed an action. In order to select the appropriate feedback the 
tutor makes an assumption about the learner’s mental state and consequently adapts 



the selection of its type of action, the affective language it uses and the overall 
tutoring strategy. For example the tutor might say “It was quite a difficult task. Try 
again, but put the needle in more slowly.” instead of saying “You put the needle in 
too fast. Try again.” if the learner comes across as being hesitant. The assumption is 
based on the observed behaviors of the learner. This includes, amongst others, the 
learner’s confidence level and an appraisal of the learner’s actions while he or she is 
performing the task: Did the learner make many mistakes? How grave were those 
mistakes? How is the overall performance so far? How (pro-) active is the student? 
Furthermore, the tutor system also takes into account the difficulty of the task and the 
emotional effect previous feedback had on the system itself. All these aspects are used 
to estimate the affective and motivational state of the user (anxious-confident, 
dispirited-enthusiastic), as well as the performance of the task [15]. As a result the 
socio-emotional aspects of the interaction between the learner and the virtual tutor do 
not only influence the learning strategies the tutor adopts but also the manner in 
which the conversational actions are expressed. 

 

 
 

Fig. 1. The INES system. The student is using a haptic device that transforms to an injection 
needle in the virtual environment (displayed on the left screen). In this environment the student 
can interact with a Virtual Patient and perform simple nursing tasks. The performance is 
monitored by the Virtual Tutor (displayed on the right screen). 

 
The INES system contains the variables `happy-for’ and ‘sorry-for’ in its mental 

model that are updated depending on the student’s success. The emotions the agent 
experiences are thus related to the behavior of the learner. The extent to which it 
responds naturally to the situation is restricted to influencing the learning process in a 
positive way. These variables are used to adjust the type of feedback.  

It is apparent that in general the focus within a tutoring system lies on optimizing 
the learning achievements of the user, not on making the tutor agent behave as 
human-like as possible. Although the tutor agent’s cognitive capabilities have been 
improved, e.g. adapting the complexity of the information to the level of the learner 
and using emotional and social conversational behavior to motivate and engage the 
learner, these improvements only influence the tutor agent’s behaviors to the extent  
that they increase the performance of the learner. The improved cognitive processes 
do not cause the tutor agent to act more with its own interests in mind. Nevertheless, 



the conversational behaviors and the cognitive models of emotions and social skill of 
tutoring systems described in this section provide us with a good insight on which 
features play a role in tutoring interactions with humans and how they influence the 
learner’s behavior. By utilizing this knowledge and modifying the cognitive models 
of emotion and social skills that are described in this section, we aim to create a 
virtual human that can behave without restricting its behavior by a specific focus.  

3   Interactive Pedagogical Agents  

This section describes the second type of embodied conversational agents; agents in 
Interactive Pedagogical Drama [16]. Interactive Pedagogical Drama is a style of 
educational instruction that has the goal of teaching learners the skills that are 
necessary to cope with stressful and difficult situations. Within an Interactive 
Pedagogical Drama, learners interact with believable virtual characters in a story that 
is recognizable for them and elicits empathy. The goal is that by allowing the virtual 
characters to face and overcome difficulties, which are similar to those the learners 
are facing, the learners experience and learn skills that can be used to deal with their 
own problems. Through interaction with the system the learners can steer the story in 
such a way that it handles specific problems and solutions they are interested in. 
While the learner can influence the story, the virtual characters select their actions on 
their own. Interactive Pedagogical Drama differs from the tutoring systems described 
in the previous section in the following way. Instead of being actively encouraged by 
the virtual human to perform the learning task as the virtual tutor instructs, in 
interactive Pedagogical Drama the learner learns by observing the story. Because the 
conversational behavior of the virtual characters in interactive pedagogical drama is 
focused on the story and on other agents instead of on the learner, their behavior 
selections are less restricted than that of a virtual tutor. Virtual characters in 
interactive personal drama might also express emotions and social skills that will not 
surface in a tutoring system, such as anger, frustration or impolite behavior. In order 
to allow the learners to have a productive interaction with the drama, let them believe 
in the efficiency of the skills used by the virtual characters and subsequently apply 
those skills in their own life, it is important that the system has the following 
characteristics: First of all, the learners must be able to identify themselves with the 
characters in the story. Secondly the difficulties the virtual characters experience must 
both be believable and familiar to the learners. If one of these characteristics is 
lacking the suspension of disbelief of the entire drama fails and the learners will not 
benefit from the interaction. This means it is vital that the behavior the virtual humans 
perform is as plausible as possible. Furthermore it can be desirable that when a virtual 
human is asked why it performs a certain behavior it is able to give a plausible 
explanation.   

A well-known interactive pedagogical drama system that used an agent-based 
approach is Carmen’s Bright IDEAS. Carmen’s Bright IDEAS is an interactive health 
intervention system designed to improve the problem solving skills of mothers of 
pediatric cancer patients [16]. Parents of children with a chronic disease often lack the 
capabilities of dealing with many demands their sick child demands and the needs of 



their spouse, their healthy children and their work. The goal of the system is to teach a 
specific approach to social decision making and problem solving called Bright IDEAS 
[17] and to help parents in dealing with difficult situations. The drama of Carmen’s 
Bright IDEAS narrates the following scenario: It relates the problems and stresses of 
the protagonist of the story, Carmen, who has a nine-year-old son with pediatric 
leukemia and a six-year-old daughter. Carmen discusses her problems with a 
counselor, Gina, who suggest she uses Bright IDEAS to help her to deal with difficult 
situations. With Gina’s help Carmen goes through the initial steps of Bright IDEAS 
then completes the remaining steps on her own (see figure 2).  
 

 
 
Fig. 2. Carmen’s Bright IDEAS.  Carmen, the agent on the right, discusses her problems with 
Gina. 
 

 In Carmen’s Bright Ideas, the user can influence the course of the story at specific 
points, but does not participate directly as a story character. Instead the learner can 
control the actions of Carmen at an intentional level by directing the thoughts and 
feelings Carmen might have in a certain situation when asked about it. Subsequently, 
the selected thoughts and feelings are incorporated into the mental model of Carmen. 
This will result in the virtual agent to perform actions which are congruent with the 
thoughts and feeling that were selected by the learner. The thoughts and emotions the 
learner can choose from are formalized in such a way that the learner is able to 
identify them and relate herself to the situation. Where Carmen allows the learner to 
interact with the drama, Gina’s task is to make sure the social problem solving 
technique is followed. The virtual counselor does so by appropriately responding to 
the actions of Carmen and motivating her through dialogue and gestures. 

The agent architecture in Carmen’s Bright IDEAS is based on a multi-layer 
transition-based agent model called Situation Spaces [18]. This entails that there are 
specific states in which the agents can find themselves, defined by the situation at that 
moment. The agents select their behavior based on the state they are in, instead of an 
event that occurs in the world. For virtual characters in Carmen’s Bright IDEAS four 
different layers exist, each with a variety of states; problem solving, dialogue model, 
physical focus and emotional appraisal. For the Gina character the problem solving 
layer is used to give form to the dramatic structure, including the IDEAS steps and the 
strategies Gina uses to realize these steps. The dialogue model is used to select and 



execute dialogue acts to bring these strategies about. In Carmen’s case the problem 
solving and dialogue models are more reactive and focus on responding to the 
communicative actions of Gina. In both characters the physical focus layer is used to 
manage and execute non-verbal behavior and the emotional appraisal layer covers the 
agents’ emotional appraisal model [16]. Although both virtual characters can make 
use of non-verbal communicative behavior, it has a larger impact on the learner when 
it is performed by Carmen. 

One of the key points of Interactive Pedagogical Drama is that the learner is able to 
see the causal relations between a selected intention, the accompanying behavior and 
the effect that behavior has. As both the selectable intentions and the response 
behaviors are plausible, the insight in the cognitive processing helps the character to 
become more human-like. Also, in Interactive Pedagogical Drama the focus of the 
virtual characters is on the conversation and only secondary on the task of teaching 
the learner something. In order to facilitate a more appropriate conversation, the 
behavior selection of the virtual characters will be less restricted than that of tutoring 
agents where the main focus of their behavior lies on the tutor task. Consequently the 
virtual characters in an Interactive Pedagogical Drama can select from a much wider 
range of conversational behaviors and thus will display more diverse emotions and 
social skills in their dialogues. As our goal is to make an embodied conversational 
agent that acts like a human, both behavioral and mentally, the insights in the 
relationship between intentions and behavior and the insights in the emotion and 
social features gained by research on Interactive Pedagogical Drama are very useful. 

4   A Bad News Agent  

Having looked at several state-of-the-arts ECA systems, we have gained some insight 
on which features are important in conversations and how these features influence a 
(virtual) human’s behavior. Whether a conversation with an ECA involves tutoring, 
counseling, entertaining or is related to another task, it is of great importance that the 
virtual character’s actions are plausible. This can be achieved by trying to aim for 
realism both externally and internally, by which we mean that the agent performs 
close to human-like behavior (i.e. physically) and is driven by close to human-like 
cognitive models. At first glance there are two benefits. First, by modeling human 
cognitive processes insight is gained in the practical workings of human cognition, 
albeit at an abstract level and secondly virtual characters will be able to provide a 
more understandable and realistic explanation of why they have chosen to perform 
certain behaviors. All in all, this will contribute in making virtual human be more 
human-like. 

In order to realize a realistic virtual human, we are currently designing a virtual 
character that makes use of cognitive models that are involved in the selection of 
appropriate conversational behavior i.e. when the virtual human is engaged in an 
interaction, what kind of behaviors does it select, why does it select them and how do 
these selection mechanisms influence the manifestation of the behavior? The 
cognitive models are based on psychological and sociological theories of human 
cognition. The purpose of the system is to assist physicians (in training) to practice 



holding bad news conversations. To this end the function of the virtual character is 
twofold. Primarily it plays the role of the virtual patient that is receiving the bad news 
and secondly it performs a tutor role, giving feedback to the learner about why it 
responded the way it did (see figure 3). 

 

 
 

Fig. 3. This is the overall layout of the agent. Notice that the Character role is included in the 
Tutor role. This has the advantage that the Tutor role can easily refer to the behaviors the 
Character role has performed when the Tutor role gives feedback to the User. 
 

The conversational behaviors of the virtual human are not restricted to facilitating 
the optimal learning experience (e.g. steering the conversation so the learner will be 
challenged more) as is the case in more traditional tutoring systems, but instead the 
virtual human is only limited to perform behaviors that are appropriate given the 
situation. 

4.1   Bad News Domain 

It is important to understand what we mean by “bad news”, so as to place this 
research in the correct context. In general, a bad news conversation is a dialogue in 
which the “speaker” discloses information that is unfavorable to the “listener”. In this 
research the topic of the unfavorable information will involve the “listener’s / 
receiver’s” medical condition, such as with patients that have a terminal disease. 
Definitions of bad news as they are used in different studies are: “Any information 
which adversely and seriously affects an individual’s view of his or her future.” [19] 
or “news that will change a patient’s outlook for the future in a very negative way. 
Such bad news can be about a severe illness, prospects of death or increasing levels of 
limitations.” [20]. By using bad news conversations as the task of the interaction with 
the virtual agent and subsequently trying to model the cognitive processes involved, 
we hope to gain insight in a variety of advanced cognitive behaviors such as affective 
and social aspects.  

A significant amount of research has been done on how someone should conduct 
bad news conversations, resulting in several detailed protocols and strategies that 
describe the best way of delivering bad news [19, 21, 22]. Unfortunately, few of these 
studies have looked at the response behaviors of the receivers of bad news. We are 
particularly interested in the way receivers respond, both verbally and non-verbally, to 
receiving the bad news, why they respond in such a manner and most importantly 
how such behaviors can be modeled into a virtual human. To this end psychological 



and sociological literature has been studied on the subject of coping mechanisms and 
strategies [23, 24]. Of particular relevance is the work of Elizabeth Kübler-Ross, who 
in her work has gained a great understanding on behavior of terminally ill patients 
[25]. This has led to the formation of the well-known categorization of coping 
strategies that are utilized by dying patients: Denial and Isolation, Anger, Bargaining, 
Depression and Acceptance. By analyzing these different coping mechanisms in terms 
of affective social aspects we hope to gain an idea on how they influence 
conversational behavior. So far we have split the influence of coping strategies into 
two categories: one category that influences the selection of behavior (i.e. which 
behavior should the virtual agent perform) and another category that influences the 
manifestation of the selected behavior (i.e. in what manner is the behavior carried 
out). Contained in the coping strategies are emotional and social features that cause 
the influence of behavior. A good example is the Anger coping behavior to receiving 
bad news. When this strategy is adopted the virtual human will select appropriate 
conversational behavior to cope with the situation. This may be result in selecting the 
“assigning blame” speech action (attribution emotion) and its accompanying gestures. 
The selected speech action will be impolite (social relation) and gesturing will have 
characteristic that are associated with anger (short, strong movements). However in 
order to use these coping strategies the virtual humans must possess emotions and 
social skills. To that end we incorporate models derived from cognitive theories.   

4.2   Bad News Agent Architecture  

The basis of the agent architecture of our Bad News agent is the Beliefs, Desires and 
Intentions (BDI) cognitive model [26-28], one of the most well-known and most 
studied models used in creating reasoning intelligent agents [29]. One of the basic 
components of the architecture is a belief-base that contains all the virtual character’s 
beliefs about the world (including other agents, such as it human interlocutor, and 
itself). Beliefs describe the agent’s subjective interpretations of the situation and not 
an objective representation. For instance, if a patient is given an estimation of one 
year of remaining life and the normal prognosis is four to six months, he still might 
believe that one year is short. 

For the aspect of desires we intend to include a goal-base that contains a variety of 
goals the agent may adopt. The main difference between desires and goals is that 
desires are roughly unrestricted objectives or situations that the agent would like to 
achieve or bring about. Goals on the other hand are those desires that are actively 
pursued and have to be consistent with each other. For example, an agent might have 
the desires to Get out of the hospital or to Get treatment in the hospital. Obviously 
these are two desires that are not consistent with each other and as such only one can 
be adopted as a goal.  

As described in the BDI model, intentions represent the deliberative state of an 
agent, i.e. which goal it is committed to and is it trying to achieve by executing its 
plan of action. However, in our architecture we make a distinction between the terms 
intention and communicative intent. While the former may be a proper representation 
of commitment to a goal resulting in a plan of communicative behaviors, the latter is a 
description of which behavior or state of mind a communicative act is trying to elicit 



from the interlocutor. For example, if the goal the agent is committed to, (i.e. its 
intention) is to be comforted by getting a positive reassurance from the doctor, the 
agent might ask “Everything is going to be okay, isn’t it?”. This question contains two 
communicative intents. The first intent is to cause the doctor to believe that the agent 
believes that everything is going to be alright (if he did not think so already). 
Secondly the question intends to elicit a response in which the doctor confirms the 
belief of the agent that everything is going to be alright. If the agent forms a 
communicative intent, this intent will be expressed by its behavior. More specifically, 
the wished-for effect that a communicative act brings about (i.e. the communicative 
intent) is contained in the communicative act itself, but it depends on the 
interpretation by the interlocutor if this effect is achieved. In case of the example, if 
the doctor ignores or fails to understand the communicative intent he might answer 
truthfully that everything is NOT going to be alright. A communicative action that 
does not allow for the possible realization of the communicative intent has no purpose 
and as such will not be performed. This wished-for effect should not only cause a 
change in the belief, goal or intention state of the addressee, but should be extended to 
include the user’s affective state. The purpose of the wished-for effect is to get the 
interlocutor to believe something, know something, do something, feel something etc. 
that causes the agent to be closer to achieving its own goal.    

Although beliefs, desires (or goals) and intentions form a basis for an embodied 
conversational agent, it is necessary to also incorporate affective and social features in 
order to create believable interactive virtual humans. To that end we also include a 
component in the agent architecture that deals with affect. The main content of this 
component at this point is an emotion appraisal model of our own design, which is 
based on a conglomeration of features obtained from existing emotion and emotion 
appraisal models and fitted together. It incorporates features from the OCC model [4], 
the Affective Reasoner (AR) model [2] and the EMA model [3]. The OCC model is a 
well-known theoretical model of human emotion. It has been the basis for several 
state-of-the-art emotion appraisal systems such as EMA and that of FearNot![1]. The 
OCC model evaluates how the state of the world influences the emotions of the 
person. However the OCC model does not take into account the mental states of other 
agents when it is determining which emotion should be elicited based on the situation. 
In order to make a believable and realistic virtual human this capability needs to be 
included, so that the virtual agent can generate appropriate responses to the human 
interlocutor. Therefore we extract features from the Affective Reasoner model that are 
able to deal with the mental state of others. Also the OCC model does not describe 
how the formed emotions influence the selection and execution of behavior, which is 
a problem that needs to be addressed if a virtual human is to be created. Some of the 
features of the EMA model are included in our affective model as the EMA model 
utilizes a set of appraisal variables that can be used quite easily in the context of bad 
news conversations. 

In addition to emotion, social skills also play an important role in natural 
conversation. They influence both the selection of conversational behavior and the 
realization of that behavior. Each social situation requires a particular type of 
behaviors. This is represented in the architecture by dividing the virtual human’s 
conversational behavior into categories that correspond with different social 
situations. Only behaviors from the category that corresponds to the social situation 



can be selected. Also each category contains a set of labels that are passed on to the 
behavior realizer to dictate how the behavior should be executed (e.g. volume of 
speech, specific facial expressions, and characteristics for gestures).  

For the input of the cognitive processes we make the assumption that the virtual 
human has interpreted input signals from the environment. These signals are all the 
features that make up the conversational behavior of the learner. Verbally this entails, 
amongst others, the learner’s speech act (both the prosody and the content), when the 
learner speaks and non-verbally this refers to the learner’s facial expression, his gaze 
behavior, his head movement and his body posture as detected by the virtual human. 
Consequently the virtual human forms a causal interpretation [3]. This is a 
configuration of the agent’s belief-base, goal-base and intention at a certain time-
point that represents the agent’s subjective interpretation of the relationship between 
the agent and the environment plus the interpreted but not yet fully processed input 
signals. The causal interpretation is then handled by cognitive processes that are based 
on cognitive models. These processes include updating the belief-base (including 
beliefs about the social relationship between the virtual agent and the human 
interlocutor), updating the goal-base, emotional appraisal, adjusting plan of behaviors 
and monitoring the environment. As a result of the cognitive processing, an intention 
(and communicative intentions) is selected.  This selection is influenced by the social 
relation between the virtual human and the environment, the coping strategy the agent 
has selected and the output of the emotion appraisal. Based on this intention an 
appropriate category of behaviors is selected from a behavior library. For example, if 
the intention is to give an answer to the interlocutor, then the “answering”-category 
of behavior is selected. Subsequently, the behavior that is most appropriate, according 
to the virtual human’s current the social state and the emotion appraisal, is selected. In 
the situation of a bad news conversation it is likely the social relationship with the 
interlocutor (a doctor) is quite formal. This will lead to a formal, polite type of answer 
such as “I understand doctor” instead of “yeah okay doc”. Additionally the emotional 
state of the virtual human (most likely dismayed and sad) will result in a terse answer: 
“I understand doctor” instead of “It is perfectly clear what you are saying to me 
doctor.” The manner in which the behavior is performed (e.g. variables in prosody 
and gestures) also depends on the emotion state and the social state of the virtual 
human.  

5  General Discussion 

Embodied conversational agents can benefit significantly from the inclusion of social 
and affective features. Although these features can be included in many ways, a good 
way of creating virtual humans that represent real humans seems to be to incorporate 
cognitive models of psychological and sociological theories into the design of such 
agents. Particularly the inclusion of cognitive models that deal with emotions and 
social skills are important as they greatly increase the capability of virtual human to 
behave as a real human. Both emotions and social features influence a virtual 
human’s behavior in two manners: first by influencing which conversational behavior 



the agent selects and secondly by influencing the way this behavior is executed. In our 
development of the Bad News Agent, we are trying to combine both of these.  
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